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▪ Target Audience : Beginners
▪ Broadcast engineers who are NOT familiar with IP network technology

▪ IT network engineers who WANT to know what else is necessary to learn for 
MoIP network design

▪ Objective / Goal of this presentation
▪ Obtain the basic knowledge that you need to design a MoIP network

▪ 30 mins are not enough to learn whole things
▪ you can get hints for learning these technologies

▪ if you don’t know some key words, you can learn by googling them
▪ Based on network common technologies

Objective and Goal of this presentation
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▪ Physical (Layer 1)
▪ Optical Fiber Cables or Copper Cables

▪ QSFP28, QSFP+, SFP28, SFP+, RJ-45
▪ Multi-mode (For SR: OM3, …), Single-mode (For LR: OS2, …)

▪ Optical Transceiver Modules
▪ Connectors: LC, MPO …

▪ Direct Attach Cables (DAC) / Active Optical Cable (AOC)

▪ Ethernet frame (Layer 2)
▪ Hub/L2 switches : transfer data by destination MAC address within a same segment
▪ GbE: 1000BASE-TX, 10GbE: 10GBASE-SR/LR, 25GbE: 25GBASE-SR/LR, 

100GbE: 100GBASE-SR4/LR4/SR10/LR10

▪ Internet Protocol = IP (Layer 3)
▪ Router/L3 switchers : transfer data by destination IP address btw different segments

▪ TCP/UDP (Layer 4)
▪ Usually use UDP for media and TCP for control

IP Network
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OSI mode: https://en.wikipedia.org/wiki/OSI_model

https://en.wikipedia.org/wiki/OSI_model


▪ Video, audio, and meta data on IP protocols

▪ Multicast for media and unicast for control
▪ IPv4 multicast

▪ UDP size specified in SMPTE ST 2110-10

▪ Receive media data using IGMP when you 
want that data
▪ Based on the manner to send data when needed 

for network paths that require transmission

▪ IGMP v3 

Media over IP (1)
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▪ JT-NM TR-1001-1:2020
▪ http://www.ipshowcase.org/wp-

content/uploads/2019/05/1030-Koji-Oyama-
20190409_IPShowcase-NAB19_M3L-CurrentStatus-
ST2110-over-25GbE_v100.pdf

▪ Media Node Requirements
▪ Comply with SMPTE ST 2110 & ST 2059
▪ Implement SMPTE ST 2022-7:2018
▪ Expose NMOS IS-04/05 entries
▪ Implement AMWA BCP-002-01
▪ Implement AMWA NMOS IS-08
▪ Utilize IPv4 Multicast addressing for streams
▪ Utilize DHCP
▪ Store current operating settings
▪ Store System ID and DHCP-assigned address, and check at re-

start
▪ Support the entire range of multicast addresses from 

224.0.2.0 through 239.255.255.255.

Media over IP (2)
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▪ Production for Video, 
Audio, Inter-comm

▪ Spine-Leaf NW 
switches

▪ Non-blocking

▪ ST 2059 PTP

▪ Boundary clock

▪ BMCA

▪ Redundant (ST 2022-7)

▪ Separated media and 
control plane

▪ Logically / Physically

MoIP Network Example
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▪ More functionality: L2  L3/L2

▪ High performance: Non-blocking

▪ Configurable: Unmanaged Managed

▪ Resource Sharable: VLAN, VRF

▪ Redundant Power

▪ Speed: GbE  GbE, 10GbE, 25GbE, 40GbE, 100GbE

▪ Cable: CAT5e/6 Copper Cable  Optical Cable 

Network L2/L3 Switches

© 2022 Xcelux Design Inc. 94/27/2022

Home Use Data Center Use

Needs to be
CONFIGURED

more

L2 Switch
(Ethernet Hub)

L2/L3 Switch



▪ Not only physical but 
also logical design is 
necessary

▪ Bottom-up design
while verifying the
feasibility of a specific 
functionality 
w/minimal network 
configuration is likely 
to result in faster 
design / verification 
convergence.

MoIP Network Design Flow
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▪ The commands to 
configure NW switches 
differ depending on the 
switch vendors and the 
installed network OS

▪ Use CLI or GUI to 
configure a switch
▪ via ethernet interface 

or serial interface

Configure Network Switches
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▪ VLAN

▪ VRF

▪ Multicast routing
▪ PIM

▪ IGMP

▪ OSPF

▪ LAG/LACP

▪ VRRP

Essential Network Technologies
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▪ https://en.wikipedia.org/wiki/Virtual_LAN
▪ It is a technology to set virtual groups of devices and operate each as if they were one LAN
▪ It is any broadcast domain that is partitioned and isolated in a network

▪ Use for Media Plane or Control Plane, Layer 2

▪ Port VLAN, Tag VLAN (IEEE802.1Q)

VLAN (Virtual Local Area Network)
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▪ https://en.wikipedia.org/wiki/Virtual_routing_and_forwarding
▪ It allows you to configure multiple virtual routers in one router.
▪ It allows multiple instances of a routing table to co-exist within the same router at 

the same time

▪ Use for Media Plane, Layer 3

VRF (Virtual Routing and Forwarding)
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▪ https://en.wikipedia.org/wiki/Multicast_routing
▪ a method of transmitting to all subscribers 

registered in a group by one transmission

▪ Use for Media Plane

▪ Multicast protocols: PIM, Multicast BGP, …

Multicast routing
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▪ https://en.wikipedia.org/wiki/Protocol_Independent_Multicast
▪ One of multicast routing protocol

▪ PIM does not include its own topology discovery mechanism → Protocol Independent

▪ Use for Media Plane

▪ 4 variants: PIM-SM, PIM-DM, Bidir-PIM, PIM-SSM

Multicast routing: 
PIM(Protocol Independent Multicast)
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▪ https://en.wikipedia.org/wiki/Internet_Group_Management_Protocol
▪ It is a communications protocol used by hosts (receivers) and adjacent routers on IPv4 

networks to establish multicast group memberships
▪ It allows the network to direct multicast transmissions only to hosts that have requested them

▪ Use for Media Plane

Multicast routing: 
IGMP (Internet Group Management Protocol)
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These diagrams are quoted from https://mrncciew.com/2012/12/25/igmp-basics/
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▪ https://en.wikipedia.org/wiki/Open_Shortest_Path_First
▪ It is one of routing protocols for IP networks
▪ It gathers link state information from available routers and constructs a topology map of the 

network

▪ You don’t need to make a routing table manually, OSFP does automatically
▪ But you have to consider how a routing table changes when one of switches accidentally stops

▪ Use for Media Plane or Control Plane

OSPF (Open Shortest Path First)
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▪ https://en.wikipedia.org/wiki/Link_aggregation
▪ It is the combining (aggregating) of multiple network connections in parallel by 

any of several methods
▪ Implementation for Ethernet = LACP

1. Maximum number of bundled ports allowed in the port channel: Valid values are usually from 1 to 8.
2. LACP packets are sent with multicast group MAC address 01:80:C2:00:00:02
3. During LACP detection period

▪ LACP packets are transmitted every second
▪ Keep-alive mechanism for link member: (default: slow = 30s, fast=1s)

4. Selectable load-balancing mode is available in some implementations
5. LACP mode :

▪ Active: Enables LACP unconditionally.
▪ Passive: Enables LACP only when an LACP device is detected. (This is the default stateControl Plane

▪ MLAG: Multi-chassis Link Aggregation Group 
▪ https://en.wikipedia.org/wiki/Multi-chassis_link_aggregation_group

▪ It is a type of LAG with constituent ports that terminate on separate chassis

▪ Use for Control Plane

LAG (Link Aggregation Group)
/ LACP (Link Aggregation Control Protocol)
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This diagram is quoted from 
https://docs.nvidia.com/networking/displa
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▪ https://en.wikipedia.org/wiki/Virtual_Router_Redundancy_Protocol
▪ It provides for automatic assignment of available IP routers to participating hosts

▪ Increase the availability and reliability of the network

▪ Use for Control Plane

VRRP (Virtual Router Redundancy Protocol)
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This diagram is quoted from 
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▪ How many key words did you know?

▪ SDN controller can configure NW switches
▪ But, if you don’t know these fundamental technologies, you never 

analyze any issues when your system don’t work what you expect

▪ Next step: Hopefully in IBC this September
▪ Design Cases

▪ Verification

▪ Network Issues

▪ Debugging    etc …

Conclusion
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Checklist



▪ Feel free to email me ☺
▪ koji@xceluxdesign.com

▪ If you would like to communicate other network engineers for a 
MoIP design, I will invite you to the slack channel “MoIP Square”
▪ Objective: 

▪ help each others

▪ free, no obligations, volunteer-based, respect each others, use English only please

▪ exchange information, ask a question, ask a help, advise someone according to your 
experience

▪ You need to be a slack paid user because it is a slack connect channel
▪ https://slack.com/resources/using-slack/getting-started-with-slack-connect

Questions
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